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Fig. 1. Joint denoising and upscaling result of our technique in 4K resolution compared to the state-of-the-art
denoising and upscaling methods, JNDS [Thomas et al. 2022] and ONND [NVidia 2021] with built-in 2x
upscaling in OptiX™ SDK 8.0.0. Our result exhibits more details in the complex areas and outperforms in
quantitative quality metrics PSNRT/SSIMT/LPIPS]). Metrics are calculated on a full resolution image. Noisy
1spp input in 1080p resolution is shown in 2X upscaled for visualization purpose. Scene from the City Alley.

Deep learning-based denoising and upscaling techniques have emerged to enhance framerates for real-time
rendering. A single neural network for joint denoising and upscaling offers the advantage of sharing parameters
in the feature space, enabling efficient prediction of filter weights for both. However, it is still ongoing research
to devise an efficient feature extraction neural network that uses different characteristics in inputs for the
two combined problems. We propose a multi-branch, multi-scale feature extraction network for joint neural
denoising and upscaling. The proposed multi-branch U-Net architecture is lightweight and effectively accounts
for different characteristics in noisy color and noise-free aliased auxiliary buffers. Our technique produces
superior quality denoising in a target resolution (4K), given noisy 1spp Monte Carlo renderings and auxiliary
buffers in a low resolution (1080p), compared to the state-of-the-art methods.
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1 Introduction

Monte Carlo (MC) rendering has been ubiquitously used in generating photorealistic images. It
is stochastically unbiased and eventually converges toward an accurate radiance. However, MC
integration requires thousands of samples per pixel (spp) to produce visually appealing noise-free
images. The source of the challenge lies in the inherent randomness of the samples that can result
in scattered rays failing to hit a light source, even after multiple bounces. Even when all rays hit a
light source, approximating the rendering equation integral [Kajiya 1986] with a finite number of
samples can still fall short of producing high-quality images and show visually annoying noise.
The higher number of samples per pixel, the higher chance of less noise in an image. However,
it is not viable to use such large numbers of samples per pixel to render high-quality path-traced
images in real-time gaming due to prohibitively expensive computational costs.

MC denoising has played a pivotal role to address the problem of the high number of samples
required in MC path tracing by reconstructing high-quality pixels from a noisy image rendered with
low samples per pixel within a limited time budget. Denoisers, in general, take noisy diffuse and
specular radiance signals as input, often accompanied by auxiliary buffers like albedo and normal,
to denoise them separately with different filters. The resulting denoised signals are then composited
into a final color to better preserve fine details. As such, many real-time rendering engines include
multiple denoising filters for each noisy signal from diffuse lighting, reflection, and shadows. With
significant advances in neural techniques in recent years, deep learning-based MC denoising [Bako
et al. 2017; Balint et al. 2023; Huo and eui Yoon 2021; Isik et al. 2021; Thomas et al. 2022; Vogels et al.
2018] has shown remarkable progress in denoising quality. By predicting denoising filter weights in
a process of training on a large dataset, neural denoisers achieve high-quality renderings compared
to hand-crafted analytical denoisers [Schied et al. 2017].

As deep learning-based supersampling techniques have become widely adopted in the real-time
rendering industry to improve framerates by rendering at a lower resolution, unified denoising
and upscaling methods have emerged to further improve framerates for real-time ray tracing.
However, the quality may deteriorate when a denoiser and upscaler are naively combined, as
the denoiser eliminates the subpixel viewport offset at low resolution, which a upscaler relies on.
Hence, employing a single neural network for joint denoising and supersampling [Thomas et al.
2022] offers the advantage of sharing learned parameters in the feature space, enabling efficient
prediction of filter weights for both denoising and upscaling.

In this work, we propose a joint neural denoising and upscaling technique for path-traced ren-
derings with very low samples per pixel (1spp). Our technique produces spatio-temporally stable
denoising results at a higher resolution through our sophisticatedly designed feature extraction
neural network. First, we introduce a multi-branch U-Net (MUNet) to take account of different
characteristics in a noisy radiance input and noise-free, aliased auxiliary buffers like albedo, normal,
and roughness. Oh and Moon [2024] use a transformer block with joint self-attention to consider
two input sources with different properties. However, transformer blocks remain computationally
expensive in spite of adopting common optimization methods. The number of learnable parameters
in their denoising framework is 33.35 M. Our MUNet, however, is lightweight with 0.644 M learnable
parameters for joint denoising and upscaling. Second, as a feature extraction network, our MUNet
generates multi-scale features from multi-branch, from which we derive spatial and temporal filter-
ing weights for temporal accumulation, upscaling, and multi-scale denoising. Third, our technique
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replaces multiple denoisers used for different lighting effects in MC rendering by denoising all noisy
signals as well as upscales to a target resolution in a single pass, similar to Thomas et al. [2022].
However, our approach does not require separated diffuse and specular noisy signals as input since
we derive radiance composition weights from the features our MUNet learns for implicit radiance
decomposition. Finally, we evaluate our technique on a diverse dataset with complex geometry and
lighting effects in two scenarios: joint denoising and upscaling, and denoising-only (1X upscaling).
Our results demonstrate greater efficacy in producing high-quality fine details compared to the
state-of-the-art techniques. The contributions of our technique are summarized by the following:

o A lightweight multi-branch feature extraction network to incorporate different characteristics
in noisy radiance input and noise-free, aliased auxiliary buffers.

o Implicit noisy radiance decomposition to eliminate the need for separate noisy radiance
signals in input.

o A state-of-the-art joint MC denoising and upscaling technique generating superior fine-details
via a multi-branch and multi-scale feature network.

2 Related Work

Deep learning-based denoising techniques for MC renderings have been actively researched over a
decade with great success [Back et al. 2022; Bako et al. 2017; Balint et al. 2023; Chaitanya et al. 2017;
Fanetal. 2021; Gu et al. 2024; Isik et al. 2021; Kalantari et al. 2015; Meng et al. 2020; Thomas et al. 2022;
Vogels et al. 2018; Xu et al. 2019; Zhang et al. 2024]. While analytical denoising filters [Dammertz
et al. 2010; Koskela et al. 2019; Kozlowski and Cheblokov 2021; Schied et al. 2018, 2017; Zhdan 2021]
and their variants continue to be widely used for real-time rendering, neural denoisers generally
yield higher-quality results. In addition, neural denoisers are getting more attention for real-time
path tracing [Kandar and Sjoholm 2024; Murphy et al. 2024] when an upscaling technique is taken
into account [NVidia 2023; Thomas et al. 2022]. In this section, we focus on recent works relevant
to our research. For a wider overview of deep-learning based denoising techniques, we refer to
comprehensive surveys by Huo and Yoon [2021].

Kernel prediction-based neural denoisers [Bako et al. 2017; Gharbi et al. 2019; Vogels et al. 2018]
have demonstrated improved fine detail preservation by utilizing large filtering kernels, achieving
better quality at the cost of performance and memory. Other optimized techniques [Fan et al.
2021; Isik et al. 2021; Meng et al. 2020; Thomas et al. 2022] have also been researched. Meng et
al. [2020] employ a lightweight network architecture to guide a bilateral grid filter. Isik et al. [2021]
predict per-pixel feature vectors to generate filter kernels. Fan et al. [2021] predict an encoding of a
per-pixel kernel as a compact single-channel representation which is decoded to create filtering
kernels to address a heavy inference overhead when predicting filters with large size kernels.
With our lightweight multi-branch feature network, we predict per-pixel feature vectors to derive
multiple filtering kernels.

Auxiliary buffers, such as geometric and material features from G-buffers, are frequently em-
ployed in feature-guided denoising by concatenating them with a noisy radiance as input. Yang
et al. [2019] focus on redundant information in auxiliary buffers and use a dual encoder U-Net to
extract useful information from auxiliary buffers to guide the denoised output reconstruction. Xu
et al. [2019] present a conditioned feature modulation to integrate separately encoded auxiliary
features into a denoising network for better utilization of auxiliary features throughout denoising
network layers. Oh and Moon [2024] take different characteristics in noisy radiance and auxiliary
features into account and generate dual attention scores from a noisy radiance and auxiliary features
in a transformer-based denoising framework, achieving improved denoising quality with detailed
image feature structures. Inspired by the previous studies on recognizing different nature in a noisy
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Fig. 2. Different characteristics in rendered buffers. Noise-free, aliased diffuse albedo, specular albedo, normal,
and roughness (from left to right). Noisy color (right). Scene from ZeroDay [Winkelmann 2019].

radiance and auxiliary features, we propose a multi-branch U-Net as a feature extraction network.
Different from the prior works [Oh and Moon 2024; Yang et al. 2019], our technique is designed for
spatio-temporally stable joint denoising and upscaling.

U-Net [Ronneberger et al. 2015] is widely used for image reconstruction problems thanks to its
large receptive fields. Several variants of U-Net have been researched in order to improve image
reconstruction quality, such as dual encoders [Yang et al. 2019], dual U-Nets [Thomas et al. 2020],
attention modules and transformer blocks [Chen et al. 2023b, 2024; Lin et al. 2021; Oh and Moon
2024; Yu et al. 2021]. Moreover, the multi-scale filtering kernels learned from the U-Net architecture
are widely adopted to take the benefit from large receptive fields and avoid a performance impact
from large filter kernels for kernel prediction-based denoising [Balint et al. 2023; Thomas et al. 2022;
Vogels et al. 2018]. We build our feature extraction network by using a multi-branch approach on top
of a U-Net architecture, one branch for noisy radiance and the other branch for noise-free, aliased
guiding buffers, which generates multi-branch, multi-scale features for denoising and upscaling
filter kernels.

Instead of denoising noisy color images, many prior works either decompose the noisy color in
a data pre-processing stage or require separated diffuse and specular signals as input to predict
denoising filter kernels for each noisy signal, achieving considerable quality improvements [Bako
et al. 2017; Thomas et al. 2022]. Learning radiance decomposition with a neural network [Zhang
et al. 2021] is less intrusive when working with noisy color as input, rather than taking separated
noisy diffuse and specular radiance. Inspired by Zhang et al. [2021], our technique takes a noisy
color from MC rendering as input, not requiring to have diffuse and specular signals separately.
However, different from their work, we predict radiance composition weights for an implicit
radiance decomposition, then apply the predicted radiance composition weights after denoising
filtering.

Denoising often removes or reduces salient information that might be useful for subsequent
post-processing steps like resolution upscaling. Thomas et al. [2022] present joint denoising and
supersampling by predicting multi-scale denoising filter kernels and upscaling filter kernels from a
single network architecture. Such joint denoising and upscaling with a single neural network offers
the advantage of sharing learned parameters in the feature space to efficiently predict denoising
filter kernels and upscale filter kernels. Moreover, rendering at a low resolution with low samples
per pixel provides a performance benefit, allowing for more time budget to be allocated to neural
denoising in reconstructing high-quality pixels. DLSS Ray Reconstruction [NVidia 2023] appears
to use equivalent techniques, but detailed information remains unavailable to the public. Our
technique aims to achieve the same objective in this context, as we propose a technique to jointly
solve MC denoising and resolution upscaling. However our technique is distinguished from Thomas
et al’s work by our contributions.
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Fig. 3. Overview of our technique with detailed structure of our multi-branch feature extraction network. Input
processing prepares input to our neural network. Multi-branch U-Net architecture (MUNet) is designed with
the radiance and guiding branches. Encoder and decoder layers are composed of MConvRes and MPConvRes
blocks. Our network learns multi-scale features from decoder layers for radiance and guiding separately,
which are used in the multi-scale filtering stage to denoise the noisy color image and upscale to a target
resolution. The number of output features from each layer is shown in parentheses. The ReLU activations are
used, but not presented for the sake of brevity.

3  Our Approach

We propose a technique to achieve high-quality denoising for MC renderings with one sample
per pixel while jointly upscaling resolution. To do this, we introduce a multi-branch, multi-scale
feature extraction network architecture.

3.1 Motivation

There exists little research [Oh and Moon 2024] taking different characteristics in the auxiliary
buffers into account for neural denoising. For instance, auxiliary buffers (diffuse albedo, specular
albedo, normal, roughness) are not noisy but aliased as shown in Figure 2. We are inspired to
construct a multi-branch U-Net (MUNet) to account for such a difference, in which a guiding
branch extracts features from auxiliary guiding buffers separated from a radiance branch for a noisy
radiance input within a single feature extraction network.

Since the auxiliary buffers are not noisy but just aliased, and contain redundant information [Yang
et al. 2019], we structure relatively small and shallow layers for the guiding branch. This enables
the creation of a lightweight feature extraction network. The features from the guiding branch are
merged into the radiance branch per layer to assist feature extraction from noisy radiance. Figure 3
presents an overview of our technique with focus on the MUNet. Our technique consists of three
stages: pre-processing (Section 3.2), multi-branch and multi-scale feature extraction (Section 3.3),
and multi-scale filtering for joint denoising and upscaling (Section 3.4).
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3.2 Pre-processing

The pre-processing stage prepares input for the MUNet from the current and history data. In Figure 3
(top-left), data from the current frame includes a noisy 1spp color and multiple guiding buffers like
normal, roughness, diffuse/specular albedo. We use p-Law tonemap, as suggested by Kalantari and
Ramamoorthi [2017], to tonemap the noisy color in a high-dynamic range to the range [0.0,1.0].
The noisy color and guiding buffers are then unjittered by the camera jitter values from rendering
which are scaled by 2x to produce noisy radiance (I’) and guiding buffers (Ig’) in a target resolution.

Our technique exploits a recurrent architecture where history data from the previous output
is reused as input for the current frame. Given the motion vectors at the same low resolution as
the noisy color, we upscale the motion vectors to the target resolution after dilating the motion
vectors using a 3x3 filter and depth. The history data is reprojected by the motion vectors to align
to the current frame, (I’), in a target resolution. Our history data includes temporally accumulated
radiance and diffuse/specular albedo. We also maintain the number of accumulated samples per
pixel that is weighted by the predicted accumulation weights for radiance and diffuse/specular
albedo in the multi-scale filtering stage. We use Sinusoidal positional encoding, which was proposed
in the Transformer architecture [Vaswani et al. 2017], to generate higher-dimensional embeddings
from the weighted number of accumulated samples as history data. Hence, we prepare reprojected
history radiance (If ') and history guiding input (I;~"). Finally, the MUNet uses (I},I}~") for the
radiance branch and (I,I;~") for the guiding branch.

3.3 Multi-branch, Multi-scale Feature Extraction

We devise the MUNet to incorporate different characteristics in a noisy color input and noise-free,
aliased guiding buffers while learning features for denoising and upscaling filtering. As shown
in Figure 3, our feature extraction network is composed of three encoder and decoder layers with a
U-Net architecture. We use 2x2 convolution with a stride of 2 to downsample the input features
for encoder layers as well as the input layer. In decoder layers, 2Xx nearest-neighbor interpolation is
used to upsample the input features. In each layer, we devise a multi-branch convolutional residual
(MConvRes) block for separated radiance and guiding branches. The output features from the
guiding branch is merged to the residual features in the radiance branch through an element-wise
multiplication. 1X1 convolution is optionally added to match the number of channels from the
guiding branch to the radiance branch.

To create a lightweight network, we use a multi-branch partial convolutional residual (MPCon-
vRes) block for all layers except the first encoder and the last decoder layers (Encoder layer 0 and
Decoder layer 0). The MPConvRes block is a variant of the MConvRes with a partial convolution
where we apply convolution to the portion of input features in a channel dimension (e.g., first
half channels) and directly concatenate the features in remaining channels with the convolution
output. Our MPConvRes block can be viewed as an extension of the partial ConvRes block [Chen
et al. 2023a] for a multi-branch network. The first encoder and the last decoder layers are more
sensitive to the low-level image features. Hence, we retain the MConvRes block for them to avoid
any loss of information when using the partial convolution. Inner encoder and decoder layers are
less sensitive to quality when utilizing the MPConvRes blocks.

The guiding branch consists of smaller number of convolutional residual (ConvRes) blocks and
output features than the radiance branch. Since the auxiliary guiding buffers are noise-free, aliased
and contain redundant information, our insight is that a small-scale configuration for the guiding
branch is sufficient, which also helps us create a lightweight feature extraction network.

Our network learns multi-scale radiance features (%,0,%,1,%,2) and multi-scale guiding features
(Fg0.Fg1,F42) from three decoder layers. We demonstrate the benefit of our multi-branch network
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by comparing against a single branch U-Net with the equivalent number of parameters in Figure 7
and Table 4.

3.4 Multi-scale filtering for joint denoising and upscaling

Given the pair of multi-branch and multi-scale radiance and guiding features (0,7 ), (F1,%41)
and (F,2,% ) learned from the MUNet, we first predict per-pixel feature vectors by 1X1 convolution
in three different scales and derive weights for 3x3 Gaussian filters for denoising. We also resize
(F0,F ) to generate radiance and guiding features at a target resolution, (#,»,%). Similarly, we
then use 1Xx1 convolution to predict per-pixel feature vectors to derive weights for multiple filters
at a target resolution, which we utilize for upscaling, temporal accumulation, denoising, implicit
radiance decomposition, and blending. We adapt the partitioning pyramids approach [Balint et al.
2023] for our denoising filtering.

Based on the predicted per-pixel feature vectors at a target resolution, we apply a 3X3 Gaussian
filter to the noisy 1spp color input after upscaling with nearest neighbor interpolation (I,»). We
also accumulate the upscaled noisy color (I,») with the temporally accumulated radiance in our
history data (I'~!) by using the predicted accumulation weight for radiance. This results in the
upscaled and temporally accumulated noisy color (I,»). We apply the same operations to diffuse
and specular albedo in the guiding buffers, but with filters derived for guiding buffers. The upscaled
and temporally accumulated noisy color (I,») is then demodulated by the upscaled, accumulated
diffuse and specular albedo (fg " ,jgsh ), as implicit radiance decomposition, producing the input to
the denoising filtering (9 ()). We apply the radiance composition weights (p,o,7), predicted from
the (%,1,%4), to the output of the denoising filtering in channel dimension and modulate back by
(fg w jgsh). This is composited with the upscaled color (I») by the predicted composition weight
(x). Finally, we blend the output (o’) with the history output (O’~!) based on the predicted history
accumulation weight () to produce the final output (O%).

Lin Ln -
ogn = D(concat| i L)),
Logn Iy

o' = pogn[0: 3Dy +0(0gn[3: 6)In+7(0gn[6: 9]) + KL,
of = lerp(ot, o' ! w).

4 Implementation
4.1 Dataset generation

We collect a dataset from diverse complex scenes rendered using the Falcor framework [Kallweit
et al. 2022]. We render temporal sequences of thousands of frames from different camera viewpoints
with diverse lighting conditions. Noisy color images are path-traced in 19201080 resolution with
1spp and the ReSTIR Direct Illumination [Bitterli et al. 2020] enabled. We carefully review our
data images to confirm that they do not have strong correlation artifacts perceptually. All guiding
buffers (normal, roughness, diffuse albedo, specular albedo), depth and motion vectors are collected
in the same resolution to the noisy color image. The camera jitter values are captured per frame.
Reference images are path-traced in 3840x2160 resolution with 8192 spp. We divide the collected
frames into train, validation and test datasets that have different camera trajectories and/or lighting
conditions. Table 1 shows the scenes and the number of frames we collect from each scene for train,
validation and test dataset. All results we present are from the test dataset.
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Table 1. Our data scenes. Bistro [Lumberyard 2017], ZeroDay [Winkelmann 2019], other scenes from Unreal
Engine marketplace with our modification. For data diversity, we render three scenes with two different
lighting. We divide collected frames into train, validation and test datasets that have different camera
trajectories. We also show average render time per frame with 1spp in 1920x1080 and 8192 spp in 3840x2160.

Training Validation Testing | 1spp, 1080p 8192 spp, 4K
Scene s ;
frames frames frames | (milliseconds)  (minutes)
Bistro-Day 1998 160 1417 10.98 5.19
Bistro-Night 1577 - 1998 10.76 5.26
ZeroDay-MeasureOne 480 - 320 5.68 291
ZeroDay-MeasureSeven 399 - 480 6.15 3.13
Victorian Train-Base 1160 160 960 7.09 3.55
Victorian Train 1120 - 1160 7.20 3.58
City Alley 1958 - 1625 8.68 4.12
Evermotion (Pool house) 970 160 640 8.89 4.63
Sicka-Mansion - - 100 7.10 3.48
Museum - - 100 6.43 3.20
4.2 Training

We implement our technique in PyTorch [Ansel et al. 2024] and train on AMD Instinct™ MI210
GPUs for 120 epochs with a batch size of 4. We use the Adam [Kingma and Ba 2014] optimizer
with an initial learning rate of 8e-4 and weight decay of le-2. During training, we use 384x384
input patches cropped from our training dataset. For the temporal accumulation in our recurrent
architecture using a history output, we use 30 consecutive frames in the same batch.

4.3 Loss functions

We calculate a final loss (Lo) by the weighted sum of spatial loss (Ls), temporal loss (£Lr), and
perceptual loss (Lp), where we set & = 1.0, f = 1.0, and y = 0.1 for each loss. We gradually increase
the temporal loss weight $ up to 2.0 to emphasize temporal stability over training epochs.

Lo=als+BLr+yLp,
.[:5 = .E? + LZ,
-£T = Ll (V(Ot» (W(Ot_ls I:nh))’ V(Rt’ W(Rt_la I,tnh)))s

where our spatial loss Ls is also the weighted sum of different losses: L¢ for a color output and
L for guiding albedo buffers in a target resolution. For £2, we use the SMAPE (Symmetric Mean
Absolute Percentage Error) between the output (O?) and reference (R’) images. For £, we calculate
the sum of L, losses for the upscaled diffuse and specular albedo buffers over reference diffuse
and specular albedo buffers. Lt is calculated by L; of temporal gradient (V()) between the current
output at time ¢ and the previous output at time ¢ — 1 after reprojecting (‘W ()) the previous output
(O'71) and reference (R*~!) images with the upscaled motion vectors (I r’n ,)- We use the LPIPS [Zhang
et al. 2018] for Lp.

5 Results and Discussion

We evaluate and discuss the quality of our technique for multiple test dataset including unseen test
scenes presented in Table 1. The test dataset is not included in training our network model.
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" Ours (4K) . Ref(81925pp,4K) Input N Ours JNDS ONND-+up2x Ref
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Fig. 4. Denoising and upscaling quality comparison from test dataset in 4K against prior works, JNDS [Thomas
et al. 2022] and ONND [NVidia 2021] with a built-in 2X upscale. Quality metrics (SSIMT/LPIPS]) are calculated
on a full resolution image. We denote in bold the best quality score. Noisy input in 1080p is shown in 2x
upscaled for visualization purpose. Our results outperform the prior techniques for these test dataset in visual
and quantitative quality.
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Fig. 5. Denoising and upscaling quality comparison from unseen test scenes in 4K against prior works,
JNDS [Thomas et al. 2022] and ONND [NVidia 2021] with built-in 2x upscale. Quality metrics (SSIMT/LPIPS])
are calculated on a full resolution image. We denote in bold the best quality score. Noisy input in 1080p is
shown in 2x upscaled for visualization purpose. Our results outperform the prior techniques for these unseen
scenes in visual and quantitative quality.

5.1 Joint Denoising and Upscaling Quality

We compare our denoised, upscaled results against two state-of-the-art prior works, JNDS [Thomas
et al. 2022] and ONND [NVidia 2021]+up2x, which support both denoising and upscaling. We
implement the JNDS based on the details published by Thomas et al. [2022] and employ the
perceptual loss function implemented by Balint et al. [2023]. We train the JNDS with the same
training dataset for fair comparison. We generate the ONND+up2x results from the OptiX™ SDK
8.0.0 with a built-in 2X upscaling option. The noisy 1spp color image is used as input for our
technique and ONND+up2x. We use separated noisy 1spp diffuse and specular radiance images as
input for JNDS as described in the paper. All input and guiding buffers have resolution 1920x1080
and the target image has resolution 3840x2160 for 2X upscale.

In Figure 4, our method shows superior visual quality to competing techniques by reconstructing
better high frequency details in various test datasets as highlighted in insets. Our results present
better thin objects, complex geometry details, glossy reflection and texture patterns without
extensive blurring than other methods. We also compare quantitative quality by calculating widely
used image quality metrics, structure-oriented SSIMT and perception-oriented LPIPS|. For all test
dataset in Figure 4, our method shows better SSIM and LPIPS metrics than other methods. We also
present quality comparison for unseen test scenes to further highlight the generalization capability
of our method to new scenes. Any frames from these unseen test scenes (Sicka-Mansion, Museum)
are not included in training. In Figure 5, our results outperform other techniques in visual and
quantitative quality with superior geometry and texture details.

5.2 Denoising-only Quality

We also compare our technique with the state-of-the-art neural denoisers including ONND [NVidia
2021], OIDN [Afra 2024], and JSA [Oh and Moon 2024]. We train our technique with 1x upscale
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Fig. 6. Denoising-only quality comparison in 1920x1080 resolution from test dataset against the state-of-the-
art denoisers. Our technique is trained with 1X upscale to generate denoising-only results without upscaling.
For ONND [NVidia 2021], we use the OptiX™ SDK 8.0.0. For OIDN [Afra 2024], we use a pre-trained model
from the publicly available pre-built binary. JSA [Oh and Moon 2024] is trained with our training dataset.
Quality metrics (SSIM1/LPIPS|) are calculated on a full resolution image. We denote in bold the best quality
score. Our method shows superior quality in preserving fine-details in denoising results. Other methods
overblur high-frequency details and glossy reflection. JSA shows noticeable artifact for dark scenes like
ZeroDay and Bistro-Night.
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Table 2. Temporal quality comparison of our supplemental video results for test dataset. We measure metrics
using FovVideoVDP. Higher score is better. Our results present better temporal quality metrics than other
methods for these test dataset including the unseen test scene.

FovVDPT Ours JNDS ONND+up2x
City Alley 5.9864 5.7055 5.1658
Bistro-Day 7.1451 6.6358 6.6695
ZeroDay-MeasureSeven | 6.8204 6.5874 6.2736
Sicka-Mansion 6.9806 6.7798 6.1398

to compare denoising-only quality in the 1920x1080 input resolution. We use a pre-built binary
for ONND from the OptiX™ SDK 8.0.0 without an upscale option. We use a pre-built binary for
OIDN from the latest version 2.3.0 with the high quality mode. We use a noisy 1spp color image as
input with albedo and normal as auxiliary buffers in 1920x1080 resolution for ONND and OIDN.
JSA [Oh and Moon 2024] is a transformer-based denoising technique with a self-attention through
dual attention scores to consider different characteristics in noisy radiance and auxiliary buffers.
We train the Pytorch implementation published by the authors with our training dataset after
modifying the data loader.

Figure 6 demonstrates that our technique achieves superior denoising quality with sharper
details compared to the state-of-the-art neural denoisers. Other techniques generate extensively
over-blurred pixels in many results. Our results in the Bistro-Day successfully preserve the fine-
details in the rough wall and high-frequency foliage. For highly reflective surfaces like the ZeroDay
scene, all techniques show low quality with loss of details. However, our technique is able to better
reconstruct the details in reflections on glossy surfaces than other methods as presented in ZeroDay,
Bistro-Night and Victorian Train scenes. JSA shows more high-frequency details than ONND and
OIDN in Bistro-Day and Victorian Train scenes but introduces noticeable artifacts for dark scenes
like ZeroDay and Bistro-Night.

5.3 Temporal Stability

We demonstrate strong temporal stability of our results by the supplemental video comparing with
other methods. To achieve temporally stable quality, our technique utilizes history reprojection
by motion vectors (Section 3.2), temporal accumulation of radiance, diffuse albedo and specular
albedo (I,x, I n, I » in Figure 3) (Section 3.4), and temporal loss (Section 4.3) as described in each
section. Note that our temporal accumulation is performed with predicted accumulation filtering
weights based on the learned features from our multi-branch feature extraction.

In Table 2, we present quantitative temporal quality comparison of our supplemental video
results by perception-informed FovVideoVDP! [Mantiuk et al. 2021] that is a video quality metric
capturing temporal distortion and flickering artifacts perceivable by human. In both visual and
quantitative metric, our results show better temporal quality than other methods for the test dataset
including the unseen test scene (Sicka-Mansion).

5.4 Computational Overheads

We believe that apple-to-apple runtime performance comparison is not feasible with different
implementation of methods. ONND [NVidia 2021] is from the OptiX™ SDK. OIDN [Afra 2024]
in the released binary is CPU-based. Ours, JNDS [Thomas et al. 2022] and JSA [Oh and Moon
2024] are in PyTorch implementation without inference runtime optimization like layer fusions and

1FovVideoVDP v1.2.0, 75.4 pix/deg, Lpeak = 200, Lblack = 0.5979 cd/m?, non-foveated
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Table 3. The number of trainable parameters in millions and GFLOPs for our technique and comparative
methods. We also show the runtime of our technique compared to JNDS and JSA, all of which are in
unoptimized PyTorch implementation, in milliseconds (ms) on AMD Instinct™ MI210 GPU. Note that ours
and JNDS are for joint denoising and upscaling to 4K resolution, and other methods are denoising-only in
1080p resolution.

| Ours JNDS | JSA ONND OIDN

# of params (M) 0.644 2.7 |33.35 1.5 0.92

GFLOPs 396 386 | 8206 - 524
Feature extraction network time (ms) | 53 51 - - -
Inference time (ms) 248 137 | 3760 - -

quantization. Hence, to estimate computational overheads in inference, we compare the number
of trainable parameters based on information published from each baseline technique and the
number of floating-point operations (FLOPs) in Table 3. While a smaller number of parameters and
FLOPs may indicate a faster inference time, it is important to note that there is not always a direct
relationship between these quantities and inference runtime. For ONND, we calculate the number
of parameters based on the work by Chaitanya et al. [2017] that is used in Optix version 5, but there
is no information for the latest version. For OIDN, we calculate the number of parameters from the
UNet of OIDN. We collect GFLOPs using the PyTorch profiler during inference with 1920x1080
render resolution and 2X upscaling to 3840x2160.

Although the runtime profiling from the PyTorch implementation does not represent optimized
inference runtime, we show the GPU time on AMD Instinct™ MI210 for our technique compared to
JNDS and JSA, all of which are implemented in PyTorch (FP32) without any inference optimizations,
to provide insights into how our technique scales compared to others. For our technique and JNDS,
the feature extraction network time represents the time used by the neural network: MUNet for
ours and the feature extractor U-Net for JNDS. Inference time represents GPU time for per-frame
inference. These timings do not vary across different scenes but change for different resolutions, as
they are screen-space techniques.

As shown in Table 3, our proposed multi-branch network architecture is lightweight with only
0.644 M parameters which is much smaller than other methods. Our network architecture presents
smaller GFLOPs than OIDN and similar to JNDS. We observe similar timings between the proposed
MUNet in our technique and the feature extraction U-Net in JNDS. For end-to-end inference time
per frame, our technique shows 1.8x longer GPU time than JNDS, where we perform multi-scale
filtering for denoising and filtering for upscaling. We expect our technique to achieve close to
real-time performance when implementing common inference optimizations, such as layer fusions
and low-precision quantization, on contemporary GPUs while offering superior quality to the
state-of-the-art prior techniques.

To illustrate the potential savings by rendering at 1spp in 1920x1080 resolution compared to
8192 spp in 3840%2160 resolution, we also present the average render time per frame of our data
scenes in Table 1. Based on the render time shown in Table 1, rendering with 1spp in a lower
resolution takes only a few milliseconds per frame. Our technique can be applied to denoise and
upscale, producing high-quality images at the target resolution.

5.5 Multi-branch vs. single branch

We perform an ablation study to demonstrate the advantage of our multi-branch U-Net architecture
compared to a standard single branch U-Net in joint MC denoising and upscaling guided by auxiliary
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BisTrO-DAY . — = 7 8] Pool HOUSE

Fig. 7. Results from our technique with the proposed multi-branch U-Net (top inset) and a single branch
U-Net (middle inset) for feature extraction. Reference (bottom inset) is also shown for comparison. Although
overall quality converges similarly, our multi-branch U-Net is more robust in reconstructing complex areas as
highlighted in insets. Scenes from Bistro-Day [Lumberyard 2017] (left) and Evermotion Pool House (right).

Table 4. Quality metrics comparison between our multi-branch U-Net and single-branch U-Net for test
dataset in Figure 7. We average quality metrics from a sequence of frames for PSNRT, SSIMT and LPIPS|. We
also show FovWDPT as a temporal quality metric. All metrics are calculated on full resolution images. We
denote in bold the best quality score.

Ours w/ multi-branch Ours w/ single-branch
Bistro-Day Pool House | Bistro-Day Pool House
FovVDPT 7.649 5.898 7.612 5.992
PSNRT 35.868 30.162 35.671 30.024
SSIMT 0.920 0.797 0.918 0.791
LPIPS| 0.134 0.240 0.142 0.248

buffers. The pre-processing and multi-scale filtering stages in our technique are reused. To do
this, we concatenate the noisy 1spp color and all guiding buffers in the pre-processing stage and
use them as input to a single branch U-Net. To focus on the multi-branch versus single branch
comparison, we utilize the same convolutional residual (ConvRes) blocks, downsample convolution
and merge blocks for the single branch U-Net while we reduce the number of output features
to make the number of learnable parameters equivalent to our lightweight multi-branch U-Net
architecture. From the single branch U-Net, we get (F(.4)0,F(r¢)1,F(r¢)2) that are used to derive
filtering kernel weights in our multi-scale filtering stage.

From visual quality comparisons for test dataset in Figure 7, we see that the features from our
proposed multi-branch U-Net are useful in reconstructing complex details and robust temporal
quality. The results using a single branch U-Net show severe ghosting and overblurred shadow
(middle insets). Table 4 shows quality metrics comparison for the dataset shown in Figure 7. We
average metrics from a sequence of frames for PSNR, SSIM and LPIPS. We also show FovVDP for
temporal quality. Although the difference in quantitative metrics between multi-branch U-Net and
single-branch U-Net is small, our multi-branch U-Net shows slightly better score in most metrics
as well as in visual quality.

5.6 Partial convolution vs. full convolution

We conduct an ablation study to demonstrate the benefits of our design choice to use partial
convolution (MPConvRes block) in most layers of our MUNet, compared to a full convolution. To
do this, we replace all MPConvRes blocks in our MUNet with MConvRes blocks and train it using
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Table 5. Comparison between our multi-branch U-Net with a partial convolution (MPConvRes) and with a
full convolution in all layers. We average quality metrics from frames in unseen test scenes for PSNRT, SSIMT
and LPIPS|. We also show FovWDPT as a temporal quality metric. We observe that changes in quality metrics
are marginal when using partial convolutions (MPConvRes blocks). We gain benefits in performance with a
38.6% smaller number of parameters, 18.5% lower GFLOPs, and 3.6% faster time for our MUNet.

Ours w/ partial convolution ~ Ours w/ full convolution
Sicka-Mansion = Museum | Sicka-Mansion Museum
FovVDPT 6.981 8.240 6.964 8.087
PSNRT 36.478 37.664 37.444 38.101
SSIMT 0.947 0.956 0.953 0.958
LPIPS| 0.128 0.122 0.126 0.111
# of params (M) 0.644 1.05
GFLOPs 396 486
Network time (ms) 53 55

Input (1spp,1080p) Ours Ref (8192spp,4K)

Fig. 8. Quality limitation in our result for highly reflective surfaces, in which lack of valid information in a
noisy 1spp input and auxiliary guiding buffers to reconstruct the secondary surface pixels reflected on the
floor. Scene from ZeroDay [Winkelmann 2019].

the same training dataset. The pre-processing and multi-sacle filtering stages in our technique are
reused.

From the quality metrics comparison for the unseen test dataset (Sicka-Mansion, Museum)
in Table 5, we see only marginal changes in the quality metrics. The partial convolution in our
MPConvRes block enables us to create a lightweight network, as shown in Table 5, with a 38.6%
smaller number of parameters, 18.5% lower GFLOPs, and 3.6% faster network time compared to
using full convolutions, without compromising the quality. Note that the network time (ms) has
been measured using an unoptimized PyTorch implementation (FP32).

5.7 Limitations

Our technique generates high-quality joint MC denoising and upscaling compared to the state-
of-the-art techniques for very low samples per pixel (1spp). As presented in Figure 4, Figure 5
and Figure 6, our method shows better quality than other methods on glossy reflections as well.
However, we have quality limitations on highly reflective and transparent objects as exampled
in Figure 8, which is expected since we use primary surface buffers so that there exists no valid
information available in our guiding buffers for such highly reflective and transparent objects.
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Enhancing the guiding buffers with ray-traced secondary surfaces information would be useful to
achieve high-quality reflection, which we leave as a future work.

In addition, we do not consider post-processing effects like volumetric fog, particles, and depth
of field in our dataset since we do not have valid motion vectors from rendering. We leave it as a
future work as well to perform extensive study.

6 Conclusion

We have presented a multi-branch and multi-scale feature extraction network for joint denoising
and upscaling technique that produces high-quality denoising at a higher resolution, given noisy
1spp Monte Carlo renderings in a low resolution. To effectively account for different characteristics
in the noisy radiance and noise-free, aliased auxiliary guiding buffers, we proposed a lightweight
multi-branch U-Net architecture for feature extraction. Our technique demonstrated superior
quality in diverse complex scenes compared to the state-of-the-art techniques for both denoising
and upscaling, as well as denoising-only. In future work, our multi-branch feature extraction
architecture could be leveraged with enhanced guiding buffers for reflective and transparent
surfaces.
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